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## 神经网络

学院：

姓名：

学号：

**实验1：编程实现神经网络回归**

数据集：

文件名：NR-Train-20.csv，20个训练数据；NR-Test-20.csv，20个测试数据

数据格式：第1列为输入，第2列为输出

数据生成：

要求：

1. 编程实现神经网络回归；
2. 网络结构
   1. 输入层：1个神经元
   2. 隐含层：5个神经元，激活函数使用对数型或双曲正切型Sigmoid函数
   3. 输出层：1个神经元，激活函数使用线性函数
3. 用训练数据训练网络，并计算测试数据的输出；
4. 显示训练数据点和测试数据点；

**实验2：编程实现神经网络分类**

训练数据：NC-Train-Data.csv，NC-Train-Label.csv，包含200个训练数据

测试数据：NC-Test-Data.csv，NC-Test-Label.csv，包含200个训练数据

数据内容：二次函数可分的2维数据

要求：

1. 编程实现神经网络分类器；
2. 网络结构：
   1. 输入层：2个神经元
   2. 隐含层：5个神经元，激活函数使用对数型或双曲正切型Sigmoid函数
   3. 输出层：1个神经元，激活函数使用Softmax函数
3. 以NC-Train-Data.csv和NC-Train-Label.csv为训练数据，训练神经网络；
4. 分类测试数据NC-Test-Data.csv，与NC-Test-Label.csv对比，显示分类的正确率；
5. 尝试不同的训练参数，观察对分类器学习结果的影响；

**实验3：编程实现卷积神经网络分类（选做）**

训练数据：TrainSamples.csv，TrainLables.csv，包含30000个训练数据

测试数据：TestSamples.csv，TestLabels.csv，包含10000个测试数据；

数据内容：手写数字图像，图像大小，10个类别(0~9)

数据格式：

1. TrainSamples.csv和TestSamples.csv中，每行一个训练数据或测试数据的图像，784维属性，可以恢复成的图像；
2. TrainLabels.csv和TestLabels.csv中包含训练数据和测试数据的类别标记，每行对应一个训练数据的类别；

要求：

1. 编程实现卷积神经网络分类器；
2. 网络结构：使用讲义上“简化的LeNet”
3. 以TrainSamples.cvs和TrainLabels.csv为训练数据，训练卷积神经网络；
4. 分类测试数据TestSamples.csv，与TestLabels.csv对比，显示分类的正确率；
5. 尝试不同的训练参数，观察对分类器学习结果的影响；